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Abstract

For any fixed finite interval I ¼ ½a; b� and any p; 1pppN; we prove that every extremal

function to the problem

jj f jjLNðIÞp1; jj f 00jjLNðIÞp4; jj f 0jjLpðIÞ-sup

is a perfect parabolic spline, whose extrema, excluding one at most, take the absolute value 1:
r 2003 Elsevier Science (USA). All rights reserved.
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1. Introduction

In this note we consider an extremal problem which goes back to a work by
Landau [6]. It concerns estimating the norm of f 0 over a given interval I in terms of
the norm of the function itself and its second derivative. The Landau problem was
subsequently generalized to intermediate derivatives of functions from Sobolev
spaces W n

r ðIÞ of any given order n and any interval I : A typical example of a

problem of this type is the following.
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Let I be a given interval (finite or infinite). We shall use the following notations for
the Lp-norms:

jj f jjp ¼ jj f jjLpðIÞ :¼
Z

I

j f ðxÞjp dx

� �1=p

; 1ppoN;

jj f jj
N

¼ jj f jjLNðIÞ :¼ sup vrae
xAI

j f ðxÞj:

The extremal problem

jj f jjqpM0; jj f ðnÞjjrpMn; jj f ðkÞjjp-sup; ð1:1Þ

for any fixed k; 1pkon; is known as a problem of Landau–Kolmogorov type. It
was Kolmogorov who first solved a problem of type (1.1) for every integer
n; k: 1pkon: He studied the case p ¼ q ¼ r ¼ N; I ¼ R: When n ¼ 2; (1.1) is
usually referred to as the Landau problem. By solving (1.1) we mean the complete
characterization of the extremal function.
There are a few cases in which (1.1) was solved for every n: With the only

exception [3], they all deal with I ¼ R; I ¼ Rþ; or with classes of periodic functions.
It turns out that the problem is much more difficult for a finite interval. The reason is
that in the case of a finite interval I ; the extremal function depends essentially on the
length jI j and, thus, jI j plays the role of an additional parameter.
For example, in the classical case when p ¼ q ¼ r ¼ N and I is a finite interval, a

complete solution of (1.1) was found for n ¼ 2; 3; and partially for n ¼ 4 (see [8]).

Such results are known for every n; but with special values of the ratio l ¼
jI jnMn=M0 (see [3]). We have to mention also the paper [7] by Pinkus, where he
described a narrow family of perfect splines that contains the extremal functions.
Let us note that if r ¼ N in (1.1), then any extremal function is a perfect spline,

that is, a function fAW n
N
ðIÞ such that j f ðnÞðxÞj ¼ Mn for every xAI ; except at the

knots (the points where f ðnÞ changes its sign). More about these problems and the
corresponding results one can find in the survey [9] and the books [4,5].
In the present work we study (1.1) on a finite interval I with n ¼ 2; q ¼ r ¼ N;

1ppoN: The same problem for special values of l was considered in [2]. In contrast
to [2], where the extremal function is unique up to symmetry, it turns out that in the
general case, (1.1) may admit more than one extremal function.
The ratio l is important in (1.1), because it is invariant with respect to the

substitution gðxÞ ¼ Af ðaxÞ: Thus, using a linear transformation one can reduce
problem (1.1) to an equivalent form in which two of the parameters M0;Mn and jI j
are fixed and the remaining one is free. In our presentation we prefer to fix M0 and
Mn:
In order to formulate the main result in this study, let us define

O2ðIÞ :¼ f fAW 2
N
ðIÞ: jj f jj

N
p1; jj f 00jj

N
p4g:

where, as usual,

W 2
N
ðIÞ :¼ f f : f 0-loc: abs: continuous; jj f jj

N
; jj f 00jj

N
oNg:
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Bounds 1 and 4 appearing in the above definitions are chosen according to the

Tchebycheff polynomial T2ðxÞ ¼ 2x2 � 1 and the interval ½�1; 1�:
Let F be the class of all functions fðxÞ which are positive, increasing and

nonconcave on ð0;NÞ: In addition, let F0 :¼ ffAF : fð0Þ ¼ 0g: Then, for every
interval I we define

Jfðg; IÞ :¼
Z

I

fðjgðxÞjÞ dx:

Note that when fðxÞ ¼ xp the functional Jfðg; IÞ reduces to the Lp-norm jjgjjp
LpðIÞ:

We say that a parabolic perfect spline with m knots (see (2.1)), is a zigzag spline on
½a; b� if it has m þ 1 local extrema on ða; bÞ:We consider the end points of the interval
as points of local extrema too. With these notations, we prove the following

Theorem 1.1. Assume that I ¼ ½a; b� with b � a42 and fAF: Then every extremal

function of the problem

Jfð f 0; IÞ-sup; over all fAO2ðIÞ ð1:2Þ

is a zigzag perfect parabolic spline on ½a; b�: Moreover, all its extrema, except the

eventual one, equal 1 in absolute value.

Let us remark also that the case jI jp2 was settled recently in [2].
The proof of the theorem is given in Section 3. All auxiliary results concerning

mainly properties of the parabolic splines are presented in Section 2. The class of
extremal functions is discussed in Section 4 where we give also some further
specifications.

2. Preliminaries

Recall that any expression of the form

sðxÞ ¼ a þ bx þ c x2 þ 2
Xm

i¼1
ð�1Þiðx � ZiÞ

2
þ

 !
ð2:1Þ

with real a; b; c and Z1o?oZm is called a perfect spline of second degree (i.e., a
parabolic perfect spline) with knots at fZig: We are going to show that the extremal
functions to problem (1.2) belong to this special class. As it is easy to see s0ðxÞ is a
continuous piecewise linear function with vertices at the knots fZig and equal slopes
of alternating sign. Every spline (2.1) has at most m þ 1 local extrema on R:
More information about perfect splines (of arbitrary degree) can be found in [1].
To simplify the presentation of the proofs we adopt the following terminology and

notations. As usual, f j½a;b� denotes the restriction of f ðxÞ on the interval ½a; b�: Every
maximal subinterval ½a; b�C½a; b� on which f ðxÞ is monotone will be referred to as an
interval of monotonicity and, in such a case, f j½a;b� is called a branch of monotonicity of
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f ðxÞ: For simplicity, we abbreviate these terms to m-interval and m-branch,
respectively.
If x is a point of local extremum of f on ½a; b� and j f ðxÞjo1; then we call f ðxÞ an

incomplete extremum. Similarly, the term incomplete m-branch f j½a;b� will be used

when j f ðaÞjo1 or j f ðbÞjo1: The values at the end points will be called boundary

local extrema to distinguish them from the interior ones. Boundary and interior
monotone branches are defined similarly.
If f ðxÞ is a perfect zigzag spline of degree 2, and L and U are two consecutive

interior local extrema at the points a and b; respectively, then, clearly, f j½a;b� consists
of two equal parts of the parabola7cx2 joined smoothly at the midpoint (see Fig. 1).
That is, f j½a;b� coincides with the function

jðL;U ; ½a; b�; xÞ :¼
L þ sjcjðx � aÞ2 if xA½a; aþb

2
�;

U � sjcjðx � bÞ2 if xA½aþb
2
; b�;

(

where s ¼ signðU � LÞ and

jcj ¼ 2
jU � Lj
ðb� aÞ2

: ð2:2Þ

The spline jðxÞ plays an essential role in our proof as a comparison function. The
next lemma gives an extremal property of j:

Lemma 2.1. Assume that the function gAW 2
N
ðRÞ is monotone on ½d; g�;

gðdÞ ¼ L; gðgÞ ¼ U ; g0ðdÞ ¼ g0ðgÞ ¼ 0 and jjg00jjLN½d;g�p2jcj:

Then, with a; b satisfying (2.2) and j ¼ jðL;U ; ½a; b�; :Þ; we have

(1) jg� djXjb� aj;
(2) Jfðg0; ½d; g�ÞpJfðj0; ½a; b�Þ; 8fAF0:

Moreover, the equality in (1) holds only for gðx þ d� aÞ 
 jðxÞ on ½a; b�:

The lemma is a part of Proposition 1 from [2]. As an easy consequence we get
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Corollary 2.2. Assume that f ðxÞ is a monotone function on ½d; g� with f 0ðdÞ ¼ 0 and

jj f 00jjLN½d;g�p4: Let fAF0 and

PðxÞ :¼ 2x2:

Then the equality j f ðgÞ � f ðdÞj ¼ PðbÞ implies

g� dXb; and Jfð f 0; ½d; g�ÞpJfðP0; ½0; b�Þ:
Moreover, the equality g� d ¼ b is attained only if f ðxÞ ¼ f ðdÞ7Pðx � dÞ on ½d; g�:

The assertion follows immediately from Lemma 2.1 if one continues PðxÞ and f ðxÞ
as odd functions with respect to the points b and g; respectively.
Because of our normalization in (1.2), in all perfect splines used below jcj ¼ 2: We

will need the following auxiliary lemma about extension of functions.

Lemma 2.3. Let fAO2ð½a; b�Þ with b � aX
ffiffiffi
2

p
and c ¼ ða þ bÞ=2: Then there exist

functions g1AO2ðð�N; b�Þ and g2AO2ð½a;NÞÞ such that

f 
 g1 on ½c; b�; f 
 g2 on ½a; c�:
Moreover, g1; g2 can be chosen to be constants, respectively, on ð�N; d�; ½g;NÞ and

parabolas on ½d; c�; ½c; g�Þ with appropriate d; g:

The lemma is an easy consequence of Lemma 1 from [2] and its proof. There the
numbers d and g are given explicitly.

Remark. It is clear that if f is a monotone function, then g1 and g2 are monotone,
too.

3. Proof of Theorem 1.1

Let us note first that the existence of an extremal function f of problem (1.2) in

O2ðIÞ follows by standard compactness arguments. Thus, our task below is to
characterize f :
Note first that in what follows the function f is assumed to belong to F0: This is

not a restriction since, otherwise we can consider fðxÞ � fð0Þ:
The characterization of f goes in three steps, in which we prove the following:

Claim 1. Every extremal function to (1.2) is a perfect zigzag spline.

Claim 2. At least one of two consecutive extrema of f is complete.

Claim 3. There is no more than one incomplete extremum of f :

The proof of Claim 1 is based on the following simple lemmas.
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Lemma 3.1. f is not a constant on any subinterval of I :

Proof. Assume that f is a constant on a subinterval ½a; b� of I : Then, a small
admissible variation of f by a function, supported on ½a; b�; leads to a contradiction
with the extremality of f : &

Lemma 3.2. f consists of at least two m-branches on I ðjI j42Þ:

Proof. Assume that f is monotone on I : Then, we apply the auxiliary results from
Section 2 to compare the values of Jf for the function f and the spline s; defined by

(see Fig. 2)

sðxÞ :¼
�1þ 2ðx � a � 1Þ2 on ½a; a þ 1�;
�1 on ½a þ 1; b � 1�;
�1þ 2ðx � b þ 1Þ2 on ½b � 1; b�:

8><
>:

Let g1 be the extension of f j½c;b�; ðc :¼ ða þ bÞ=2Þ on ð�N; b� in the sense of

Lemma 2.3. Then, by Corollary 2.2, we conclude that

Jfð f 0; ½c; b�ÞpJfðg10; ð�N; b�ÞpJfðs0; ½c; b�Þ:

Similarly we estimate Jfð f 0Þ on the left half-interval by Jfðs0; ½a; c�Þ: Therefore,
since s is not optimal (it has a constant part) f is also not optimal, a
contradiction. &

Lemma 3.3. On each interior m-interval, f coincides with a spline j:

Proof. Let ½d; g�Cða; bÞ be an interior m-interval of f : We shall show that f must
coincide with the parabolic perfect spline jðxÞ :¼ jðL;U ; ½a; b�; xÞ; where L ¼
f ðdÞ; U ¼ f ðgÞ; a ¼ d and b is defined according to (2.2) with jcj ¼ 2: The functions
j and f j½d;g� satisfy the conditions of Lemma 2.1. Hence

b� apg� d; i:e:; bpg; ð2:3Þ

and

Jð f 0; ½d; g�ÞpJðj0; ½a; b�Þ:
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If the equality holds in (2.3), then f ðxÞ 
 jðxÞ on ½a; b� ¼ ½d; g�; which was to be

shown. If (2.3) is strict, then we consider f̃ defined by

f̃ðxÞ ¼
f ðxÞ on ½a; b�\½d; g�;
jðxÞ on ½a; b�;
U ¼ f ðgÞ on ½b; g�;

8><
>:

and in view of the above inequality, Jð f 0; IÞpJð *f 0; IÞ: But f̃ is not an extremal
function because it is constant on a subinterval, consequently f ðxÞ is not an extremal
function either, a contradiction. &

Lemma 3.4. On a boundary m-interval, f coincides with a translation of the parabola

P:

Proof. For definiteness, consider the m-branch f j½d;b� and assume that it is increasing.

As in the previous lemma, we introduce the auxiliary spline s;

sðxÞ :¼
f ðdÞ on ½a; a�;
f ðdÞ þ signð f ðbÞ � f ðdÞÞPðx � aÞ on ½a; b�;

(

where a is determined such that sðbÞ ¼ f ðbÞ (see Fig. 3).
Using this time Corollary 2.2, one can easily see that

dpa and Jfð f 0; ½d; b�ÞpJfðs0; ½a; b�Þ

which allows us to conclude that d ¼ a and f j½d;b� 
 sj½d;b�: &

Proposition 3.5 (Claim 1). The function f is a zigzag spline on I :

The proof follows immediately from the previous lemmas.
The following improvement of Lemma 3.2 follows on the basis of the observation

that O2ð½a; b�Þ contains no parabolas if jI j42:

Corollary 3.6. f consists of at least three m-branches on I :

For the proof of Claim 2 we need the following lemma.
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Lemma 3.7. Let s01; s02; s03 be a solution of the system

(1) s1; s2; s340;
(2) s1 þ s2 þ s3 ¼ C1;
(3) s21 � s22 þ s23 ¼ C2

with some fixed C1;C2AR: Then, in a neighborhood of s01; s02; s03 the system has a one-

parametric family of solutions.

Proof. Let us denote s3 � s1 ¼ 2t and solve the system formally. With D ¼ t2 þ
ðC2

1 � C2Þ=2; we obtain

s1 ¼ C1 � t �
ffiffiffiffi
D

p
;

s3 ¼ C1 þ t �
ffiffiffiffi
D

p
;

s2 ¼ 2
ffiffiffiffi
D

p
� C1:

8>><
>>: ð3:1Þ

The sign of
ffiffiffiffi
D

p
can be easily determined from (1) and the last equation of (3.1).

Moreover, with t0 ¼ ðs03 � s01Þ=2; we conclude that Dðt0Þ4C2
1=440: Consequently,

in a neighborhood of t0 ¼ ðs03 � s01Þ=2; equalities (3.1) give a solution of the system,

which is unique for a fixed t:

Proposition 3.8 (Claim 2). Let ½a2; b2� be an m-branch of f : Then j f ða2Þj ¼ 1 or

j f ðb2Þj ¼ 1:

Proof. Let us assume that j f ða2Þj; j f ðb2Þjo1: In view of our previous considerations
f is a zigzag spline with at least three m-branches on ½a; b�: There are two possibilities:
the branch f j½a2;b2� is a boundary or an interior one. We next consider these two cases

separately.
Case 1: Let f j½a2;b2� be a boundary m-branch. Without loss of generality, we can

assume that b2 ¼ b and f is increasing on ½a2; b2�: Let f j½a1;b1� be the preceding1

monotone branch (that is, b1 ¼ a2). Because of Corollary 3.6, both the branches
cannot be boundary. Thus f 0ða1Þ ¼ 0:

Let us set s0i :¼ bi � ai; i ¼ 1; 2: Next we introduce new variables s1; s2 satisfying

the relation

s1 þ s2 ¼ b � a1 ¼: C:
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Consider s1 in a d-neighborhood of s01 (i.e., js1 � s01jpd). With s1; s2 we associate a

spline f̃ðxÞ (which we shall compare with f ) defined as follows:

f̃ðxÞ :¼
f ðxÞ on ½a; a1�;
j1ðxÞ on ½a1; *b1�;
f̃ð *b1Þ þ Pðx � *b1Þ on ½ *b1; b�;

8><
>:

where *b1 :¼ a1 þ s1; j1ðxÞ :¼ jð f ða1Þ; f ða1Þ � s21; ½a1; *b1�; xÞ; PðxÞ ¼ 2x2: Set

FðtÞ :¼
Z t

0

fðjP0ðxÞjÞ dx: ð3:2Þ

Then we have

Jð *f 0; IÞ ¼ Jð *f 0; ½a; a1�Þ þ Jð *f 0; ½a1; *b1�Þ þ Jð *f 0; ½ *b1; b�Þ

¼ Jð f 0; ½a; a1�Þ þ 2F
s1

2


 �
þ Fðs2Þ:

Now taking into account that FðtÞ is a convex function and s2 ¼ C � s1; we
obtain

d2

ds21
Jð *f 0; IÞ ¼ 1

2
F 00 s1

2


 �
þ F 00ðC � s1Þ40:

This means that the integral Jð *f 0; IÞ is a convex function with respect to the
parameter s1 and, consequently, it cannot attain a local maximum at an interior

point s1A½s01 � d; s01 þ d�: Hence, f is not extremal, a contradiction. Therefore, the

extremal function has no boundary incomplete (from both ends) monotone branch.
Case 2: Let f j½a2;b2� be an interior m-branch. Thus, it has a neighboring branch

from the left and from the right. Let us denote the whole triple by j1;j2;j3 with
supports ½ai; bi�; i ¼ 1; 2; 3; respectively. First, let us consider the case when all of
them are interior. Without loss of generality, we may assume that j2 is decreasing
and j1;j3 are increasing functions.

Let us set s0i :¼ bi � ai; i ¼ 1; 2; 3: As in the previous case, we introduce the

variables s1; s2; s3; varying in neighborhoods of s01; s02; s03 and satisfying the

conditions

s1 þ s2 þ s3 ¼ b3 � a1 ¼: C1;

s21 � s22 þ s23 ¼ f ðb3Þ � f ða1Þ ¼: C2:

(
ð3:3Þ

It follows from Lemma 3.7 that system (3.3) has one degree of freedom and the
solution can be described uniquely by the parameter t ¼ ðs3 � s1Þ=2 varying in ½t0 �
d; t0 þ d� with t0 ¼ ðs03 � s01Þ=2 and sufficiently small d: Any solution gives rise to a

perturbation f̃ of f with new monotone branches *j1; *j2; *j3 supported on
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½*ai; *bi�; i ¼ 1; 2; 3: The perturbation is defined by

*a1 :¼ a1; *aiþ1 :¼ *bi :¼ *ai þ si; i ¼ 1; 2; 3;

f̃ðxÞ :¼ f ðxÞ on ½a; a1�,½ *b3; b�;

*j1ðxÞ :¼ jð f ða1Þ; f ða1Þ þ s21; ½a1; *b1�; xÞ; f̃ðxÞ :¼ *j1ðxÞ on ½a1; *b1�;

*j2ðxÞ :¼ jð f̃ð*a2Þ; f̃ð*a2Þ � s22; ½*a2; *b2�; xÞ; f̃ðxÞ :¼ *j2ðxÞ on ½*a2; *b2�;

*j3ðxÞ :¼ jð f̃ð*a3Þ; f̃ð*a3Þ þ s23; ½*a3; *b3�; xÞ; f̃ðxÞ :¼ *j3ðxÞ on ½*a3; *b3�:

In view of (3.3), we have *b3 ¼ b3 and f̃ðxÞAW 2
N
ðIÞ: Moreover, if t ¼ t0; then f̃ðxÞ 


f ðxÞ on I ; *a2 ¼ a2; *b2 ¼ b2 and, consequently,

j f̃ð*a2Þj; j f̃ð *b2Þjo1: ð3:4Þ

Because of the continuity, for sufficiently small d; relation (3.4) holds for every

tA½t0 � d; t0 þ d�: In other words, the function f̃ðxÞ is admissible.
Next, we differentiate RðtÞ :¼ Jð f̃t; IÞ and get

R0ðtÞ ¼ d

dt

X3
i¼1

2F
si

2


 � !
¼ fð2s1Þs10 þ fð2s2Þs20 þ fð2s3Þs30: ð3:5Þ

From (3.1) we find

s1
0 ¼ �1� t=

ffiffiffiffi
D

p
¼ �ðs2 þ s3Þ=

ffiffiffiffi
D

p
;

s3
0 ¼ 1þ t=

ffiffiffiffi
D

p
¼ ðs1 þ s2Þ=

ffiffiffiffi
D

p
;

s2
0 ¼ 2t=

ffiffiffiffi
D

p
¼ ðs3 � s1Þ=

ffiffiffiffi
D

p
:

8>><
>>:

Substituting these equations into (3.5), we obtain

R0ðtÞ ¼ 1ffiffiffiffi
D

p fðfð2s3Þ � fð2s1ÞÞs2 þ fð2s2Þðs3 � s1Þ þ s1fð2s3Þ � s3fð2s1Þg:ð3:6Þ

We shall show that signðR0ðtÞÞ ¼ signðs3 � s1Þ: Indeed, let s34s1: The summands in
(3.6) which involve s2 are obviously positive. In order to estimate the remaining
difference, we use the fact that fðxÞ=x is a nondecreasing function for every
fAF0ðfð0Þ ¼ 0Þ: Then

s1fð2s3Þ � s3fð2s1Þ ¼ 2s1s3
fð2s3Þ
2s3

� fð2s1Þ
2s1

� �
X0:

In the case s14s3; the situation is symmetric to the above one, R0ðtÞo0; while the
equality R0ð0Þ ¼ 0 is clear.

So, if 2t0 ¼ s03 � s01a0; then RðtÞ is monotone in a neighborhood of t0; and if

t0 ¼ 0; then RðtÞ has a local minimum. Both possibilities lead to a contradiction with
the extremality of f ¼ ft0 :
If one or both monotone branches f j½a1;b1�; f j½a3;b3� are boundary ones, then the

reasoning is quite similar to that given above. For instance, if b3 ¼ b; then instead of
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system (3.3) we get

s1 þ s2 þ s3 ¼ b3 � a1 ¼: C1;

s21 � s22 þ 2s23 ¼ f ðb3Þ � f ða1Þ ¼: C2;

(

which, together with 3t ¼ 2s3 � s1 and D ¼ t2 þ ð2C2
1 � C2Þ=3; leads to

s1 ¼ 2C1 � t � 2
ffiffiffiffi
D

p
;

s3 ¼ C1 þ t �
ffiffiffiffi
D

p
;

s2 ¼ 3
ffiffiffiffi
D

p
� 2C1:

8>><
>>:

Also, the definition of f̃ðxÞ on ½a; *a3� remains the same, while, on ½*a3; b�; f̃ðxÞ ¼
f̃ð*a3Þ þ Pðx � *a3Þ: Thus, in this case, the following modifications should be made in
the calculations:

R0ðtÞ ¼ d

dt
2F

s1

2


 �
þ 2F

s2

2


 �
þ Fðs3Þ


 �
¼fð2s1Þs10 þ fð2s2Þs20 þ fð4s3Þs30

¼ 1ffiffiffiffi
D

p fðfð4s3Þ � fð2s1ÞÞs2 þ fð2s2Þð2s3 � s1Þ þ s1fð4s3Þ � 2s3fð2s1Þg

and we arrive at the same conclusion, namely, signðR0ðtÞÞ ¼ signðtÞ: Consequently f

cannot be an extremal function, a contradiction.
Note that the last case just discussed can be reduced to another one, studied

already, by an odd reflection of the m-branch f j½a3;b� with respect to x ¼ b:

Proposition 3.9 (Claim 3). The function f has at most one incomplete m-branch.

Proof. Let a ¼ t0o?otn ¼ b be the points of local extrema of f : According to the
results proved already, every m-branch of f attains the value 1 or �1 at one end-
point. Then, we shall distinguish three types of incomplete extrema.

Type 0: Those at t0 and tn; see Fig. 5 (d);
Type 1: Those at t1 and tn�1; see Fig. 5 (e);
Type 2: Those at t2;y; tn�2; see Fig. 5 (c).
With any local extremum f ðtjÞ we associate an interval ½aj ; bj�; (which we call the

support of the extremum), as follows: ½aj ;bj� ¼ ½tj�1; tjþ1�; for j ¼ 0;y; n; where

t�1 ¼ a; tnþ1 ¼ b: Then, the local representation of f on the support ½a; b� of an
extremum of type i can be described by the function eiðt; xÞ where t ¼ b� a:

e0ðt; xÞ ¼ �1þ 2x2;

e1ðt; xÞ ¼ �1þ 2x2 � 4 x � t

2þ
ffiffiffi
2

p
� �2

þ
;

e2ðt; xÞ ¼ �1þ 2x2 � 4 x � t

4


 �2
þ
þ 4 x � 3t

4

� �2

þ
:
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Further, let us introduce the notation e1i ðt; xÞ :¼ eiðt; t � xÞ for the symmetric

function of eiðt; xÞ ¼: e0i ðt; xÞ: With F(t) defined by (3.2), elementary calculations

show that

Jð f 0; ½a; b�Þ ¼ Jðei
0ðt; :Þ; ½0; t�Þ ¼

FðtÞ for i ¼ 0;

2Fð t

2þ
ffiffi
2

p Þ þ Fð
ffiffi
2

p
t

2þ
ffiffi
2

p Þ for i ¼ 1;

4Fðt
4
Þ for i ¼ 2:

8>><
>>:

In each of these three cases J is a convex function of the parameter t:
Let us assume that f has at least two incomplete extrema, say f ðtkÞ and

f ðtlÞ ðtkotlÞ; of type i; j; respectively. Now we shall construct a perturbation of f ðxÞ
by increasing one incomplete extremum and decreasing the other. Let ½ak; bk� and
½al ; bl � be the supports of these extrema, t0 :¼ bk � ak and s :¼ ðbk � akÞ þ ðbl � alÞ:
Then, with s :¼ signð f 00ðaÞÞ and t0 ¼ t1 ¼ 1; t2 ¼ ? ¼ tn ¼ 0 we consider the
function

ftðxÞ 


f ðxÞ on ½a; akÞ,ðbl ; b�;
sð�1Þk

etk

i ðt; x � akÞ on ½ak; ak þ t�;
f ðx � t þ t0Þ on ½ak þ t; al þ t � t0�;
sð�1Þl

etl

j ðs � t; x � al � t þ t0Þ on ½al þ t � t0; bl �:

8>>>><
>>>>:

Here the parameter t changes in ½t0 � d; t0 þ d� with sufficiently small d such that
0otos and jeiðt; xÞj; jejðs � t; xÞjp1 on ½0; t�: The function is illustrated in Fig. 4.

Because of the convexity of R1ðtÞ :¼ Jðei
0; ½0; t�Þ and R2ðtÞ :¼ Jðej

0; ½0; s � t�Þ; the
integral Jð ft

0; ½a; b�Þ as a function of the parameter tA½t0 � d; t0 þ d� is convex, too.
Consequently f ðxÞ ¼ ft0ðxÞ is not an optimal function. This contradiction completes
the proofs of Claim 3 and Theorem 1.1.

4. Comments on the extremal functions

At first sight it seems that the theorem describes a wide class of functions as
possible solutions to our extremal problem, namely, the functions f7fl;kg; l ¼
3; 4;y; k ¼ 0;y; l; where l þ 1 is the number of local extrema, k is the index of the
corresponding incomplete extremum and f 00

l;kðaÞ40: However, if we consider the
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graph of fl;k as a composition of its monotone parts (in a given order), we see that

many of the candidates are equivalent, that is, they are composed by the same parts.
Note also that the number l is determined (up to 1) by the length of the interval:

2þ jI j � 2ffiffiffi
2

p plo4þ jI j � 2ffiffiffi
2

p :

Thus, the actual number of possible solutions is much smaller, namely 5, which we
shall describe explicitly below.
Note first that, without loss of generality, we can assume that the first m-branch of

the candidate f� ¼ fl;k is complete, (i.e. k41). Otherwise we can consider

ð�1Þl
fl;kða þ b � xÞ ¼ fl;l�kðxÞ: Then, if a ¼ t0o?otl ¼ b ð¼: tlþ1Þ are the points

of local extremum, and i is the type of f�; we may write explicitly:

if i ¼ 0; tj ¼ a þ 1þ
ffiffiffi
2

p
ðj � 1Þ; j ¼ 1;y; l � 1;

if i ¼ 1; tj ¼ a þ 1þ
ffiffiffi
2

p
ðj � 1Þ; j ¼ 1;y; l � 2; tl�1 ¼ ð

ffiffiffi
2

p
tl�2 þ tlÞ=ð

ffiffiffi
2

p
þ 1Þ;

if i ¼ 2; tj ¼ a þ 1þ
ffiffiffi
2

p
ðj � 1Þ; j ¼ 1;y; k � 1; tj ¼ b � 1�

ffiffiffi
2

p
ðl � 1� jÞ; j ¼

k þ 1;y; l � 1; tk ¼ ðtk�1 þ tkþ1Þ=2;

and (see Fig. 5)

fl;kðxÞ ¼

2ðx � a � 1Þ2 � 1 for xA½a; a þ 1�;
jðð�1Þj; ð�1Þjþ1; ½tj; tjþ1�; xÞ for xA½tj; tjþ1�; jAf1;y; l � 2g\fk � 1; kg;
ð�1Þk

eiðtkþ1 � tk�1; xÞ for xA½tk�1; tkþ1�;
ð�1Þlð2ðx � tl�1Þ2 � 1Þ for xA½b � 1; b� and i ¼ 2:

8>>>>><
>>>>>:

In view of the comments at the beginning of this section and the explicit

expressions above, it is seen that for jI jAð2þ ðm � 1Þ
ffiffiffi
2

p
; 2þ m

ffiffiffi
2

p
Þ; mAN; the

essentially different extremal functions are amongst

fmþ2;mþ2; fmþ2;mþ1; fmþ2;m; fmþ3;mþ2 or fmþ3;mþ1:

Depending on jI j; it could happen that some of the above functions do not exist.
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In the particular case (not covered above) when jI j ¼ 2þ m
ffiffiffi
2

p
; we have fmþ2;k ¼

T2;m; k ¼ 0;y;m; where T2;mðxÞ is the Tchebycheff perfect spline of second degree,

normalized by T2;mðtiÞ ¼ ð�1Þi; i ¼ 0;y;m þ 2: As was shown in [2], in this case

T2;m is the unique (up to symmetry) extremal function to (1.2).

Consider now in detail the case Jð f Þ ¼ jj f jjp
LpðIÞ; pX1: We have

Type, f� jI j 4�pðp þ 1Þjj f�
0jjpp

0; fmþ2;mþ2 : 1þ m
ffiffiffi
2

p
þ z; zAð0; 1� 1þ m2ð1�pÞ=2 þ zpþ1

1; fmþ3;mþ2 : 1þ m
ffiffiffi
2

p
þ z; zAð0;

ffiffiffi
2

p
þ 1� 1þ m2ð1�pÞ=2 þ zpþ1

2; fmþ4;mþ2 : 2þ m
ffiffiffi
2

p
þ z; zAð0; 2

ffiffiffi
2

p
� 2þ m2ð1�pÞ=2 þ 4�pzpþ1

It is easy to find from this table the extremal fl;k for a given jI j:
Careful analysis shows that the following is true.

Case A: jI jAð2; 2þ
ffiffiffi
2

p
Þ: Theorem 1.1 admits as extremal functions f4;2; f3;3; f3;2

or f4;3: It turns out that each of f4;2; f3;3 and f3;2 is optimal, depending on jI j and p

(see the table below).

Case B: jI jAð2þ m
ffiffiffi
2

p
; 2þ ðm þ 1Þ

ffiffiffi
2

p
Þ; mAN: Then, among the five candidates

for an extremal function of (1.1), only fmþ4;mþ2 and fmþ3;mþ1 can play this role.

Case Interval Extremal functions

jI jAð2; 2
ffiffiffi
2

p
Þ f4;2

A jI jA½2
ffiffiffi
2

p
; q�; q ¼ 16þ3

ffiffi
2

p

7
E2:9 f4;2; f3;3 or f3;2

jI jAðq; 2þ
ffiffiffi
2

p
Þ f4;2 or f3;2

B jI jAð2þ m
ffiffiffi
2

p
; 2þ ðm þ 1

2
Þ
ffiffiffi
2

p
Þ fmþ4;mþ2

ðmANÞ jI jAð2þ ðm þ 1
2
Þ
ffiffiffi
2

p
; 2þ ðm þ 1Þ

ffiffiffi
2

p
Þ fmþ4;mþ2 or fmþ3;mþ1

Note that in the analysis of extremal functions, the theory of rearrangements (see
for instance [4]), might be useful. On the basis of this theory, some of the results in the
particular case p ¼ 1 can be extended to every pX1: The following assertion reveals a
relation between the solutions of (1.1) for different values of the parameter p:

Proposition 4.1. For given p1; p2oN; 1pp1op2; and a fixed interval I ; let the

function fl;k be extremal to (1.2) with p ¼ p1 and p ¼ p2: Then fl;k is an extremal

function for every pA½p1; p2�:

Our proof, although elementary, is quite clumsy. That is why we omit it.
Note also that Proposition 4.1 is no longer true in the case n ¼ 3:
Finally, we pose two questions:

(1) Does the analog of Theorem 1.1 hold if 0opo1?
(2) Can problem (1.2) be solved in a constructive way?
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An answer to the second question perhaps will give a way to extend the result of
the present paper to the case n ¼ 3:
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